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ABSTRACT
Quantum-dot cellular automata (QCA) is a field-coupled computational paradigm [C. S. Lent et al., Nanotechnology 4, 49 (1993)] that
encodes binary information through the positions of single electrons within quantum-dot cells. In this work, we present experimental results
obtained using RF gate reflectometry on two coupled floating metal double dots (DDs). We demonstrate that a single gate sensor can effectively
capture the behavior of both DDs, providing detailed insights into their charging dynamics. The observed variations in the reflected signal
directly correspond to changes in electron tunneling rates. Experiments reveal that at low temperatures (T ≈ 0.35 K), tunneling within DDs in
the non-polarized state of a QCA cell becomes strongly correlated, leading to low-frequency (≤30 kHz) thermally driven random fluctuations
in cell polarization. However, the cell remains capable of fast and robust switching when driven by an input signal. Furthermore, we provide
the first direct experimental measurement of temperature effects on QCA switching. At elevated temperatures, where the Coulomb blockade is
weakened, we observe degradation in the abruptness of the switching, which could lead to signal loss across a chain of cells unless appropriate
clocking mechanisms are implemented.

© 2025 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution-NonCommercial 4.0
International (CC BY-NC) license (https://creativecommons.org/licenses/by-nc/4.0/). https://doi.org/10.1063/5.0271627

Quantum-dot cellular automata (QCA)1,2 utilizes the position
of single electrons within cells composed of four quantum dots
arranged in a square and charged with two electrons to represent
binary information—replacing traditional transistor-based circuits.
Due to the Coulomb interaction, the two electrons naturally occupy
diagonally opposite dots. The configurations of the electrons within
the cell are used to encode “0” or “1.” Computation in QCAs is
driven by electrostatic interactions between neighboring cells rather
than current flow, enabling ultra-low power and high-density cir-
cuits. One possible implementation of a QCA cell, shown in Fig. 1(a),
is composed of two capacitively coupled double-dots (DDs), where
electron tunneling is allowed between D1 −D2 and between D3 −D4.
The movement of electrons in DDs is governed by the Coulomb
blockade3 at operating temperature kBT ≪ EC, where EC = e2/2CDD
is the charging energy of the DD with a total capacitance of CDD.

Here, kB is the Boltzmann constant, T is the temperature, and e is
the electron charge.

When no bias is applied to the gates, the cell remains charge-
neutral and electron transport is suppressed by the Coulomb block-
ade. To facilitate QCA operation, electron movement within the
DDs must be enabled by lifting the Coulomb blockade by voltage
application to gates G1–G4. The subsequent application of a small
differential bias to the input gates (either G1-G2 or G3-G4 can be
used as inputs) at low temperature, kBT ≪ EC, results in single elec-
trons being “frozen” in diagonally opposing dots of the cell leading
to cell polarization, defined by the polarity of the applied input bias.
However, if the Coulomb blockade is lifted but no differential bias
is applied, the cell stays in the non-polarized (NP) state. In this
state, electrons randomly tunnel within each DD, causing fluctu-
ations in cell polarization. Yet, due to mutual electron repulsion,
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FIG. 1. (a) QCA cell composed of four dots. Electrons (blue dots) can tunnel
between D1 and D2, and between D3 and D4. Dots D1 to D3 and D2 to D4 are
electrostatically coupled. (b) High-resolution electron micrograph of the device.

random electron motion becomes correlated, significantly reducing
tunneling rates and, consequently, the frequency of these fluctu-
ations. In early experiments,4,5 low-frequency differential conduc-
tance was measured simultaneously in two electrostatically coupled
DDs, revealing a substantial conductance reduction when both DDs
were in the NP state.

When the Coulomb blockade is lifted, the tunneling rate, Γt ,
within a standalone DD is determined by the junction resistance Rj

and temperature T, as introduced in Ref. 6: Γt = kBT/e2Rj. However,
when two capacitively coupled DDs form a QCA cell, Fig. 1(a), the
random movement of electrons in the NP state becomes correlated.
At T ≪ EC/kB, the rate of these thermally driven correlated charge
fluctuations can be many orders of magnitude lower than Γt .5,7

In this work, we characterize the operation of a QCA cell, with
a particular focus on tracking changes in electron tunneling rates
in the non-polarized state. Our method relies on the dependence of
measurable tunneling capacitances in a single-electron device on the
electron tunneling rate, providing insight into the underlying charge
dynamics. To probe these dynamics within a metal–oxide–metal
QCA cell, we employ RF gate reflectometry. In RF gate reflectome-
try, a technique widely applied in metal–oxide–metal devices8–12 and
semiconductor quantum dots,13–15 the admittance of gate-coupled
single-electron devices is measured. When the Coulomb blockade
is lifted, single electrons move within the DDs, giving rise to an
additional “tunneling capacitance”8,16,17 due to their ability to pass
through a tunnel junction. If charge transfer in the DDs is adiabatic,
i.e., thermal relaxation occurs at a rate γ8 faster than the probing fre-
quency f , γ > 2πf , the admittance is primarily capacitive. In contrast,
if 2πf > γ, the admittance becomes predominantly resistive, corre-
sponding to excess power dissipation due to the Sisyphus resistance
effect, RSis.8

Variations in the experimentally obtained reflection coefficient,
Γref , directly correspond to changes in electron tunneling rates. To
analyze this behavior, we perform theoretical calculations of tun-
neling rates in the QCA device using experimentally determined
parameters as a function of gate voltages applied to G1–G4. Finally,
by modeling gate reflectometry sensing, we evaluate how tunnel-
ing rate variations affect Γref , enabling a direct comparison between
experimental and theoretical results.

The QCA device is fabricated using the standard
Niemeyer–Dolan bridge technique18 with high-resolution electron
beam lithography. The detailed fabrication procedures are provided

in the supplementary material, Sec. S1. A high-resolution colorized
micrograph of the completed QCA device is shown in Fig. 1(b). It
consists of two DDs, each formed by two elongated nanoscale metal
islands separated by a tunnel junction. This design ensures tight
coupling between D1 and D3, as well as between D2 and D4, while
minimizing cross-capacitance between diagonally opposing islands
(i.e., D1 to D4, and D2 to D3). A 3D model of the cell, consisting of
two tunnel junctions and non-leaky capacitors between the dots and
electrodes (see Sec. S2 and Table S1 in the supplementary material),
was implemented in COMSOL Multiphysics19 to simulate device
operation.

In experiments, we detect single-electron charge transitions in
both DDs of QCA using an RF gate reflectometry setup,12 as shown
in Fig. 2. A matching network (MN) is connected to gate G1 to
enable measurements; see Sec. S3 in the supplementary material
for further details. These transitions are detected by monitoring
the reflection coefficient, Γref , of the QCA device from port G1 as
a function of the applied differential gate bias V IN and set-point
bias VS.

From the perspective of port G1, each DD can be treated as a
single-electron box (SEB),20 coupled to it with a strength determined
by the respective equivalent coupling capacitance (Fig. S4 in the
supplementary material). In the blockaded regions, charge remains
“frozen,” tunneling is suppressed, and Γref remains constant, corre-
sponding to reflection from a static capacitive network. When the
Coulomb blockade is lifted, electron tunneling within the double dot
(DD) leads to observable variations in the complex admittance at
port G1 (see Sec. S4 in the supplementary material).

In this work, a single-gate RF reflectometry sensor is used to
characterize the charging processes in a four-dot QCA cell. Experi-
mental results at low temperature are presented as 2D maps of the
reflection coefficient, Θref (V IN , VS), and ∣Γref ∣(V IN , VS). However,
at high temperatures, the ∣Γref ∣(V IN , VS) response becomes indistin-
guishable from noise, consistent with theoretical predictions, and we
only present Θref (V IN , VS) data.

The experiment is designed so that either DD can function as
a “driver” to the other, Fig. 2. Consequently, two gate voltage con-
figurations are explored: in configuration (a), V IN is applied to gates
G3 and G4, inducing single-electron transitions in D3D4. This, in

FIG. 2. Simplified circuit diagram of the experiment. Two configurations are shown.
In panel (a), the application of V IN to gates G3 (+) and G4 (−) forces electron
switching in D3D4; the set point bias VS is applied to G2, and DC voltage at G1
is set to 0. In panel (b), the application of V IN to gates G1 (+) and G2(−) forces
electron switching in D1D2; and the set point bias VS is applied to G4, and DC
voltage at G3 is set to 0. We used diplexer ZDPLX-2150-S+ from Mini-Circuits,
schematically shown as a low-pass filter to split DC and RF signals.

APL Electron. Devices 1, 026116 (2025); doi: 10.1063/5.0271627 1, 026116-2

© Author(s) 2025

 27 M
ay 2025 13:01:16

https://pubs.aip.org/aip/aed
https://doi.org/10.60893/figshare.aip.c.7807973
https://doi.org/10.60893/figshare.aip.c.7807973
https://doi.org/10.60893/figshare.aip.c.7807973
https://doi.org/10.60893/figshare.aip.c.7807973
https://doi.org/10.60893/figshare.aip.c.7807973


APL Electronic Devices ARTICLE pubs.aip.org/aip/aed

turn, flips single electrons in D1D2, which has been preset into the
NP state by applying a set-point bias VS. In configuration (b), the
input bias V IN switches electrons in D1D2, which can subsequently
cause electron switching in the opposite direction in D3D4. Here,
the set-point bias VS ensures that D3D4 remains in the NP state
(see Sec. S5 in the supplementary material for details). The experi-
mentally obtained 2D maps of Θref (V IN , VS) and ∣Γref ∣(V IN , VS) of
the reflection coefficient obtained at experimental temperature of
T = 0.35 K are presented in Fig. 3 for two respective inputs of
the QCA. In Figs. 3(a) and 3(b), single electrons are switched in
D3D4, which triggers the switching of electrons in D1D2 in the oppo-
site direction. Figures 3(c) and 3(d) show the inputs and outputs
reversed compared to panels (a) and (b).

The experiment reveals two distinct sets of lines with notice-
ably different contrast against a uniform blue background. This
background represents the Coulomb-blockaded state, where elec-
tron transport is suppressed in both DDs, and Γref = const. The lines
with stronger contrast correspond to signals originating from D1D2,
which is directly coupled to the sensing gate G1. Each switching
event in D1D2 induces a significant phase and magnitude deviation
in the reflected signal, appearing as bright red lines. A second set of
nearly perpendicular lines, exhibiting much weaker contrast—barely
shifting from blue to white—arises from electron switching in D3D4.

The smaller change in response results from the much weaker
coupling between D3D4 and the sensing gate G1.

The segments connecting the closest break points on adjacent
zigzagging lines (originating from signals from both DDs) define
regions corresponding to the QCA NP state. A close-up view of
one such region is shown in Fig. S6(b) (simulation) and Fig. S6(c)
(experiment) in the supplementary material. In Figs. 3(a) and 3(b),
electron switching in D3D4, driven by V IN, triggers electron tran-
sitions in D1D2, e.g., near V IN ≈ 0 mV and at a set-point bias of
VS ≈ −10 mV. Conversely, in Figs. 3(c) and 3(d), the switching in
D1D2, driven by V IN, induces transitions in D3D4, e.g., near point
V IN ≈ −50 mV and VS ≈ −20 mV. These regions, characterized by
distinct line breaks and central voids, indicate the suppression of
single-electron transport in both DDs. Note that line breaks are
hallmarks of the Coulomb interaction, as observed in various spin
qubit experiments.15,21 They result from mutual Coulomb repul-
sion, which inhibits electron transport in both DDs, as previously
observed in DC conductance measurements of QCA.4,5 The strength
of the coupling between the upper and lower DDs determines the
magnitude of this repulsion and defines the shape of the voids. As
seen in Fig. 3, single-electron transport is very strongly suppressed
in the voids, effectively blocking transport in both DDs. In addi-
tion, both sets of zigzagging lines appear slightly tilted, reflecting the

FIG. 3. Experimentally obtained maps, Θref(V IN , VS) (a) and (c), and ∣Γref ∣(V IN , VS) (b) and (d) at T = 0.35 K: (a) and (b)—gate configuration Fig. 2(a); (c) and (d)—gate
configuration Fig. 2(b).
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asymmetry in capacitive coupling between the respective gates and
dots (see Table S1 in the supplementary material).

The experiment is repeated at an elevated temperature
T = 2.5 K, as shown in Fig. 4. In Fig. 4(b), the input and output
terminals are swapped relative to those in Fig. 4(a).

At this temperature, the suppression of tunneling becomes
nearly undetectable (i.e., the “voids” disappear and the line con-
trast barely changes). However, note that the offsets in the zigzag
pattern remain unchanged, as they are solely determined by elec-
trostatics. Simulations of DD charging were performed using the
methods described in Refs. 5 and 7, based on Refs. 3, 6, 22, and 23.
For calculations, we used the parameters of the tunnel junctions in
the DD based on measurements of SETs fabricated alongside a QCA
cell with identical design parameters.

Using measured charging diagrams of the SETs, we deter-
mined the charging energy as EC = e2

2(2Cj+Cg)
, where Cg ≈ 1 aF is

a gate capacitor of the SET, from which we extracted the junc-
tion capacitance: Cj ≈ e2

4EC
≈ 40 aF. In addition, from the mea-

sured SET conductance, we estimated the junction resistance as
Rj ≈ RSET

2 ≈ 130 kΩ. We first generated the relevant configurations
for the metallic islands and then calculated the free energy of various
configurations, which depends on the lead voltages. In our system,
electrons do not tunnel out from the islands via voltage sources; thus,
the tunneling rates depend only on the free energies of the initial and
final configurations. The probabilities of these configurations in the
steady state can be obtained from the Boltzmann distributions.

In particular, the free energy is given as

F = 1
2
[ q

q′
]

T

C−1[ q
q′
] − vTq′, (1)

where C is the capacitance matrix that describes the structure of the
circuit, q and q′ are the island charge vector and the lead charge
vector, respectively, and v is the vector of the lead voltages. The ele-
ments of q are integer multiples of the elementary charge e, while

the elements of q′ can be computed based on the lead voltages,
the island charges, and the capacitance matrix.22 Next, we deter-
mined the allowed transitions between configurations and obtained
the tunneling rates, Γt , for these allowed transitions as

Γt(i→j) = 1
e2Rj

−ΔFij

1 − eΔFij/kBT , (2)

where ΔFij = Fj − Fi. Using the tunneling rates and the steady state
probabilities of the configurations, we can compute the tunneling
rates of electrons within the two double-dots.

Increasing the temperature of the system drastically alters the
interaction between electrons in a QCA cell. As the temperature
approaches T = EC/kB, the suppression of single-electron tunneling
in blockaded regions decays exponentially, while electron tunneling
rates increase as Γt ∝ kBT. This significantly weakens the correla-
tion of electron switching in the DDs, effectively rendering QCA
operation impossible.

The comparison between theory and experiment is carried out
in several steps (for more details, see Sec. S6 in the supplementary
material). First, we convert the calculated tunneling rates Γt for
electrons in both DDs [Figs. S7(a) and S7(b) in the supplementary
material] into admittance values, incorporating both dynamic
capacitance and Sisyphus resistance effects.24 Cross-sectional views
of the real and imaginary components of the calculated admit-
tance maps for non-interacting DDs are shown in Fig. S8 for two
temperatures: T = 0.35 K (a) and T = 2.5 K (b). The calculated admit-
tance values are then probed by the simulated reflectometer with
parameters closely matching those of the experimentally character-
ized matching network. The calculated 2D maps Θref (V IN , VS) and
∣Γ∣ref (V IN , VS) for two experimental temperatures are presented in
Fig. 5; cross-sectional views of the corresponding magnitude and
phase of the reflection coefficient in non-interacting regions are
presented in Fig. S9 (a: T = 0.35 K, b: T = 2.5 K).

The simulation results show excellent quantitative agreement
with experimental observations at both temperatures.

FIG. 4. Experimentally obtained maps Θref(V IN , VS) at T = 2.5 K: (a) gate configuration Fig. 2(a); (b) gate configuration Fig. 2(b).
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FIG. 5. Calculated plots of Θref(V IN , VS) and ∣Γref ∣(V IN , VS) for (a) and (b) T = 0.35 K; (c) and (d) T = 2.5 K. Gate configuration of Fig. 2(b) is used.

In conclusion, we characterized charge dynamics in a nanoscale
floating metal QCA cell using RF gate reflectometry at two temper-
ature regimes: strong (T ≤ EC/50kB) and weak Coulomb blockade
(T > EC/10kB), where EC/kB ≈ 20 K. For direct comparison, tun-
neling rates simulated using the experimental parameters of the
device were translated into changes in the experimentally obtained
reflection coefficient, revealing strong quantitative agreement. We
emphasize that an exponentially strong suppression of electron tun-
neling in both DDs in the NP state is observed when EC ≥ 50kBT,
from ≈1 GHz to ≤30 kHz [Fig. S7(c) in the supplementary material]
due to correlated electron movements in DDs.4,5 However, once
the cell is driven (i.e., an input signal is applied), switching
remains fast and robust. In addition, both experimental and sim-
ulated data indicate that at elevated temperatures (T ≈ EC/8kB),
the reduction in tunneling rates in the NP state becomes insignif-
icant [Fig. S7(d) in the supplementary material], highlighting a
much weaker correlation between single-electron movements in
interacting DDs.

This experiment provides the first explicit measurement of
temperature effects on QCA switching operation. At elevated tem-
peratures, where the Coulomb blockade is weakened, we observe
degradation in abrupt switching. This degradation would lead
to signal loss along a chain of cells unless proper clocking
mechanisms are implemented. Clocking mechanisms in QCA are

essential for controlling signal propagation and ensuring reliable
operation across different temperatures. These mechanisms mod-
ulate the potential barriers between quantum dots within cells,
enabling efficient and correct polarization of QCA cells,25,26 as
experimentally demonstrated in Refs. 27 and 28.

The supplementary material is provided to support and clar-
ify our experimental and simulation protocols. Section S1 details the
device fabrication process. Section S2 describes how the device is
modeled in COMSOL. Section S3 explains the MN, which is essen-
tial for achieving a high signal-to-noise ratio in gate reflectometry,
and discusses how the COMSOL-simulated device is integrated with
the MN. Section S4 presents the experimentally measured response
of the MN for the double dot D1D2 in both blockaded and non-
blockaded regimes. Section S5 outlines the biasing scheme for QCA
operation, provides a detailed description of the relevant charge
configurations, and includes a close-up view of the experimentally
observed NP state. Finally, Sec. S6 provides a step-by-step guide to
the calculations, enabling a clear comparison between experimental
results and theoretical predictions.

This work was supported by the National Science Founda-
tion under Grant No. DMR-1904610. We acknowledge the sup-
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